
Funding agency: University of Sheffield          Topic: Network+ Grant Duration: 3 months 

Status Report # 1 1 31-Dec-2018 

 

Designing functionally resilient multi-robot systems for smart cities and national 

infrastructure  

 

 

Status Report 

December 31, 2018 

 

 

ENCORE (Engineering Complexity Resilience Network) 

Network+  Feasibility Study Call 3 

EPSRC Reference: EP/N010019/1 

EPSRC Grand Challenge 4 - Risk and Resilience 

 

 

 

 

 

 

 

 

 

 

 

Prepared by: 

Dr Amar Kumar Behera  

School of Mechanical Science and Engineering 

Queenôs University Belfast 

 

 

 



Funding agency: University of Sheffield          Topic: Network+ Grant Duration: 3 months 

Status Report # 1 1 31-Dec-2018 

Table of Contents 
1. Executive summary of work status ..................................................................................... 3 

2. Work status: Work completed from 24-Sep-18 through 31-Dec-18 .................................. 5 

2.1 Experiments on Baxter collaborative robot ................................................................. 5 

2.1.1 Hardware .............................................................................................................. 5 

2.1.2 Software ............................................................................................................... 6 

2.1.3 Experiments ......................................................................................................... 6 

2.2 Experiments on omni directional mobile platform ..................................................... 9 

2.3 Experiments on diddyborg ........................................................................................ 10 

2.4 Experiments on CoDrone Pro ................................................................................... 11 

2.5 Multi -robot experiments ............................................................................................ 12 

2.6 Experiments on human and robot interaction ........................................................... 14 

2.7 State of the art in research questions identified in the proposal ................................ 14 

2.7.1 How to robustly link function to design on a real time basis ............................. 14 

2.7.2 Speed of algorithms in a multi-robot systems architecture ................................ 15 

2.7.3 Optimal motion planning ................................................................................... 16 

2.7.4 Handling uncertainty in the operating environment .......................................... 16 

2.7.5 Meeting new functional requirements ............................................................... 17 

2.8 Visits to multi robot research labs ............................................................................. 17 

3. Continued work plan and Gantt chart ............................................................................... 18 

4. Appendices ....................................................................................................................... 20 

4.1 Schematic of Arduino board on omni-directional robot ........................................... 20 

4.2 Working principle of omni-directional wheels ......................................................... 21 

4.3 Features of CoDrone Pro ........................................................................................... 22 

4.4 Parts of Diddyborg .................................................................................................... 23 

5. References ........................................................................................................................ 23 

 

 

 

 

 

 

 

 



Funding agency: University of Sheffield          Topic: Network+ Grant Duration: 3 months 

Status Report # 1 1 31-Dec-2018 

1. Executive summary of work status 

The work undertaken for the design of multi-robot systems that are functionally resilient has 

followed the outline presented in the proposal submitted to the funding agency. A research 

assistant was hired to carry out the work. He worked from 12/11/18 till 07/12/18. Equipment 

was ordered to set up physical multi-robot systems. These include an omni-directional 

platform, three mobile robots (Diddyborg, Turtlebot 3 Waffle, Turtlebot 3 Burger), a drone and 

a robotic arm. Of these the omni-directional platform, Diddyborg and the drone arrived in time 

for this report, while the others have been shipped and on back order but not yet arrived. 

Experiments were performed on all three hardware platforms. Results of these experiments are 

reported. Additionally, a Baxter collaborative robot was used to carry out a set of experiments. 

Programs were written in Python on the Diddyborg and Baxter to enable specific tasks to be 

carried out as multi-arm and multi-vehicle scenarios with embedded resilience using multi-

threading approaches. Videos were recorded illustrating the successful efforts. Challenges in 

achieving functional resilience were also identified after analysing the performed experiments. 

Visits to experts in multi-robot systems at Aston University, Kings College London, University 

of Bristol and Bristol Robotics Lab were made to understand current efforts within different 

research groups in the UK. Additionally, contacts were made with the EPSRC National Facility 

at Leeds and the SMART lab at Liverpool to gather information about the latest hardware and 

software tools being used at these places. Detailed time studies were carried out at CUBIS 

Systems, a construction firm based in Lurgan, Northern Ireland with the objective of 

developing a plan for automating their shop floor using multiple robots and cobots, especially 

for specific products involving inserts in sheet metal compound (SMC) composite sheets. The 

work conducted thus far has placed the PI in a position to take the work further, if further 

funding can be attracted. 
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Fig.1. Summary of tasks with details of % completion 
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2. Work status: Work completed from 24-Sep-18 through 31-Dec-18 

The successful outcome of the ENCORE grant application was communicated on the 22nd of 

August, 2018. Following this, two attempts to hire a research assistant from amongst recent 

graduates of Queenôs University Belfast were made to adhere to the strict timeline of the grant, 

where a deadline of the 7th of December had been intimated. However, these recent graduates 

eventually declined the opportunity to work on this grant due to personal reasons. Hence, an 

external advertisement was placed on the university portal after no redeployment candidates 

applied for the position. This recruitment effort attracted 10 candidates, who were then 

shortlisted for an interview with a panel comprising of 3 members of staff from the university. 

A research assistant was eventually hired from this pool, who started work on the 12th of 

November, 2018. A final year MEng student, who is currently working on an industrially 

backed project related to robots and cobots, supervised by the PI, was also engaged in the 

process of working on this project. An Erasmus student in the field of computer science has 

also been since involved in the project to help with programming and building the robots. The 

work performed on this project can thus be mapped against the involved personnel as shown 

below: 

Table 1. ENCORE project core responsibilities and task holders 

Task Responsible 

Literature review PI, Research assistant 

Feasibility studies on research gaps PI, Research assistant 

Experimental datasets generation PI, MEng student, Erasmus student 

ENCORE final report draft PI 

 

The sub-sections below report the outcomes from the activities on the project. 

2.1 Experiments on Baxter collaborative robot 

A Baxter collaborative robot is available in the school here at Queens. This was used to perform 

different tasks which are described below in addition to details of the hardware of the robot 

and associated software.  

2.1.1 Hardware 

The Baxter Robot is provided by Rethink Robotics. It is a humanoid, anthropomorphic robot. 

Sensors on the robot include force, position, torque, joint control and cameras. It is capable of 

integrating head mounted displays, joysticks, button inputs, etc. It is designed to operate round 

the clock and is recommended to operate with uninterrupted power supply to prevent the hard 

drive from getting corrupt. The joints of the Baxter are labelled as shown below in Fig. 2. The 

letter óSô denotes shoulder, the letter óEô denotes elbow and the óWô denotes wrist. More details 

on the hardware platform for the Baxter can be found at [1]. 
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Fig.2. Joints in the Baxter collaborative robot [1] 

 

2.1.2 Software 

The Baxter runs on the Robot Operating System or ROS. It needs to be connected to a 

development work station (running an open source linux-based OS such as Ubuntu) to run 

specific programs written for carrying out tasks. The initial steps in setting up the Baxter to run 

a simple program involve i) setting up the ROS environment, ii) verifying ROS connectivity 

and iii) enabling the robot. Steps for setting up a simple program to run on the Baxter can be 

found at [2].The Baxter needs to calibrate itself before it can run complex tasks and this can be 

done by using tuck and untuck operations on the Baxter as shown below. Without these, the 

Baxter behaves in unexpected ways and fails to perform basic operations. 

$ rosrun baxter_tools tuck_arms.py -t 

$ rosrun baxter_tools tuck_arms.py -u 

 

2.1.3 Experiments 

Three demo experiments were attempted on the Baxter. These include the i) puppet example, 

ii) waypoints tracing and iii) visual servoing for pick and place of golf balls. These experiments 

were used to design a multi-arm pick and place experiment. 

The puppet example [3] enables you to mirror the movement in one arm to another. The joint 

position waypoints example [4] enables an operator to specify points between two locations 

that the robot must travel through. Hence, the robot can be programmed to follow a path while 

avoiding collisions. 
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Based on these experiments, a multi-arm experiment for demonstrating resilience was 

designed. This experiment involves a Bytronics Industrial Control Technology assembly line. 

This assembly line is designed for assembling polymeric rings into metallic pegs. The 

polymeric rings are separated and sent down a feeder chute where they wait for the metallic 

pegs to arrive that have been sent down another feeder chute on the assembly line. Once the 

pegs arrive, the rings are fit on top of them and then sent down a conveyor belt to be collected 

for further processing.  

The experiment involves placing pegs and rings onto the assembly line using separate arms of 

the robots from two bins. One arm is used for pegs, while the other arm is used for rings. Two 

different experiments were planned ï i) static and ii) dynamic. In the static case, the conveyor 

belt is not moving, while in the dynamic case, the conveyor belt is moving. The idea for 

demonstrating resilience involves letting one arm fail after a few operations, subsequent to 

which the other arm takes over both the tasks. This requires three threads to run on the Baxter, 

while a fourth thread reports an error if both arms are non-functional. The pseudo code for the 

same is given below ï 

 

pick_place_pegs_rings(){  

if (is_right_arm_functional ==false) && ((is_left_arm_functional ==true){ 

Thread t1{ 

Place pegs and rings using left arm 

Check right arm functionality every 10 seconds { 

If ( is_right_arm_functional ==true) start Thread t3 

}  

}  

}  

else if (is_right_arm_functional ==true) && ((is_left_arm_functional ==false){ 

Thread t2{ 

Place pegs and rings using right arm 

Check left arm functionality every 10 seconds { 

If (is_left_arm_functional ==true) start Thread t3 

}  

}  

}  

else if (is_right_arm_functional ==true) && ((is_left_arm_functional ==true){ 

Thread t3{ 
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Place pegs using left arm 

Place rings using right arm 

Check both arms functionality every 10 seconds { 

if (is_right_arm_functional ==false) && ((is_left_arm_functional ==true){  

start Thread t1 

}  

if (is_right_arm_functional ==true) && ((is_left_arm_functional ==false){ 

start Thread t2 

}  

}  

}  

else if (is_right_arm_functional ==true) && ((is_left_arm_functional ==true){ 

Report error 

}  

}  

main(){  

pick_place_pegs_rings() 

}  

 

Videos from experiments have been placed here ï 

Puppetting example - https://youtu.be/Gar9M3l90Ow 

Way point tracing example ï https://youtu.be/igPFyJ9I4jI 

Golf balls example ï https://youtu.be/iBQBZUzTT7w 

While the above pseudo code was passed on the MEng student and the research assistant, 

neither of them was able to successfully implement the idea. The MEng student managed to 

run the examples. The golf ball example required the student to change the code as the original 

demo provided by Baxter did not work for several sessions; so he eventually found that it was 

by changing the offset locations within the code that the visual servoing by the Baxter actually 

works. However, as both the MEng student and the research assistant were not proficient in 

Python, object oriented programming and multi-threading, the planned multi-arm experiment 

was unsuccessful. While an Erasmus student in computer science is now on board, she joined 

only in the second week of December and the Baxter was down then due to a corruption of the 

hard drive. 
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2.2 Experiments on omni directional mobile platform 

A 3-wheel drive, 48mm omni-wheel mobile robot kit was purchased from Active Robotics [5]. 

Due to the Mecanum wheels, this robot can move in any direction by changing its velocity and 

direction without changing orientation. This enables the robot to navigate faster and also move 

in spaces where other non-omni robots cannot normally navigate through. It is controlled using 

an Arduino Duemilanove 328 controller with an expansion board. The wheels are driven by 

Namiki DC motors with encoders, and on board there are ultrasonic range finders and a 

rechargeable battery. The platform is programmable within the Arduino environment and the 

code can be written in C or C++. 

 

 

Fig.3. Omni-directional mobile platform 

The platform was tested by first doing a LED blink test to confirm that the Arduino board is 

functioning right. To test whether the platform can navigate difficult spaces which other robots 

cannot, a track was designed as shown below in Fig. 4. A youtube video of the platform 

functioning is also available at - 

https://youtu.be/B89-KFhYVZ0 
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Fig.4. Track designed to test omni-directional mobile platform 

2.3 Experiments on diddyborg 

A ground vehicle, Diddyborg, was purchased to create a platform for performing experiments 

relevant to smart cities. The diddyborg has been used in the past to perform bridge inspection 

[6]. The diddyborg runs on a Thunderborg controller attached to a Raspberry pi. A Raspberry 

pi camera was also purchased alongwith the Diddyborg. The kit was assembled over the course 

of a few working days and then tested as shown below in Fig. 5. Everytime a new code has to 

be run, the top board needs to be disassembled and then the pi is connected up to a computer 

monitor, keyboard and mouse to upload a new code to the controller. Several experiments were 

performed of which the most notable was to test whether the robot can autonomously follow a 

red ball. This is illustrated below. A video showing the successful effort is available at 

https://youtu.be/fZzGWFrJUR0. In this experiment, the diddyborg successfully distinguished 

a red ball from an orange ping pong ball and a snooker ball. The ball following is possible 

using image processing from the raspberry pi camera, which uses the OpenCV library to detect 

red images. Based on the distance of the diddyborg from the ball, the area of the ball is 

perceived as different and based on this area calculation, the speed of the wheels is adjusted. 

 

https://youtu.be/fZzGWFrJUR0
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(a)                                (b)                                            (c) 

 

 

     (d) 

Fig.5. Experiments on the diddyborg (a) top view, (b) diddyborg connected to a monitor, (c) 

experiment setup with 3 balls, (d) diddyborg correctly finds a red ball 

 

2.4 Experiments on CoDrone Pro 

A programmable drone, CoDrone Pro, shown below in Fig. 6, was purchased from Robolink. 

This drone can be controlled using a joystick that can be built using steps shown on the web 

site of Robolink. It can also be controlled by uploading Python scripts or Arduino codes. A 

Bluetooth controller is provided which links to a Bluetooth board on the drone. While this 

Bluetooth board can be accessed using the controller provided by Robolink, it cannot be 

controlled using the Bluetooth chip on the Raspberry Pi. This was a challenge and although we 

could pair it using the raspberry pi, we were not able to fly it. Hence, the Bluetooth board was 

connected to one of the USB ports on the Pi. Next, CP210x USB to UART Bridge Virtual 

COM Port (VCP) driver files were installed for device operation as a Virtual COM Port to 

facilitate host communication. These are available at 

https://www.silabs.com/products/development-tools/software/usb-to-uart-bridge-vcp-drivers. 

The Python version on the Raspberry Pi needed to be upgraded. Several errors were 

encountered, resulting from the change in Python version needing updates to libraries on the 

Pi. All required libraries were installed in sequence as per the errors. Eventually, this enabled 

the CoDrone Pro code to be run from the Raspberry Pi, which was a unique achievement, as 

the manufacturers themselves assert that this has not been done before 

https://www.silabs.com/products/development-tools/software/usb-to-uart-bridge-vcp-drivers
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(http://community.robolink.com/topic/13/codrone-raspberry-pi). A video showing the 

successful experiment has been made available at https://youtu.be/XAuxu_yz-wI. 

 

Fig.6. A programmable drone, CoDrone Pro 

2.5 Multi -robot experiments 

Subsequent to the success of the diddyborg and CoDrone Pro tests, an attempt was made to 

create a multi-robot scenario where the drone and diddyborg can run autonomously without 

interference by a human user. This experiment was devised as a search and inspect operation, 

where the diddyborg can navigate to the red ball and then the drone takes off to inspect the 

surroundings. This was made successful by importing the CoDrone library within the 

diddyborg Python code, creating an instance of the drone, pairing it (this was difficult to realize 

until we figured out how to access and pair with a specific USB port), and then having the 

drone take off after the diddyborg arrived at the red ball. The diddyborg has a thread where it 

prints a message ñClose enoughò on reaching the ball and this is where the drone take off event 

was created. A youtube video of the successful experiment is available at https://youtu.be/-

Lo_2z0fhMg. 

 



Funding agency: University of Sheffield          Topic: Network+ Grant Duration: 3 months 

Status Report # 1 1 31-Dec-2018 

 

Fig. 7. Current setups available for multi-robot experiments 

A scenario for resilience was created, where a blue object is inserted as an obstacle in the path 

of the robot, while it is travelling towards the red ball. The code was altered to detect blue 

objects and upon detection of the blue object, the drone was made to fly and inspect it. The 

pseudo code for this experiment is given below: 

 

Instantiate an object of type CoDrone as ñdroneò 

drone.pair (drone.Nearest, USB port connected to Bluetooth module) 

Blur image obtained from raspberry pi using the function ómedianBlurô 

Swap the red and blue channels in the image using the function ócvtColorô 

Find the portion of the image in the red channel using the function óinRangeô between the 

numpy arrays (115, 127, 64)  and (125, 255, 255)  

Find the portion of the image in the blue channel using the function óinRangeô between the 

numpy arrays (78,158,124)  and (138,255,255)  

Use the function ófindContoursô to segment the image into red contours and blue contours 

Find the center of each set of contours and the area 

Determine distance to obstacle and ball using the centers and area 

if (distance of obstacle to robot < distance of ball to robot) { 

 if (obstacle is in the path to the ball) {  

 navigate close to obstacle 

 fly drone to inspect obstacle 

}  

else if (obstacle in not in the path to the redball) {  

navigate to ball 

fly drone to inspect red ball 

}  
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}  

else if (distance of obstacle to robot > distance of ball to robot) { 

 navigate close to red ball 

 fly drone to inspect red ball 

}  

 

 

2.6 Experiments on human and robot interaction 

The experiments that were done as part of this research involved exploring resilience in two 

types of scenarios: i) autonomous operation and ii) operation with the human in the loop. Some 

of the experiments on the Baxter and the drone involved using the human in the loop. On the 

Baxter, these were the waypoint tracing method and puppeting experiments, which were 

described in Section 2.1. On the drone, a joystick was built up using the hardware that came 

with the drone kit and this joystick was used to test the operation of the drone by a human user. 

A youtube video of this experiment is available at https://youtu.be/r5mLfxD00jc. A software, 

DroneSimulator [7], was downloaded that also enabled you to operate the drone from a PC 

without using a joystick or a computer program. The use of a human in the loop can enable 

resilience in ways that are different from the autonomous techniques. The autonomous 

techniques require programming scenarios into the robotôs control program which then enable 

the robot to use specific threads or functions that are enabled when the disaster scenario kicks 

in. The key challenge in autonomous operation is enabling resilience when non-programmed 

scenarios kick in. This requires the robot to have in-built intelligence as to self-diagnose a 

situation and adopt procedures that enable continued functionality. When humans are used in 

the loop, they can monitor the robotôs movements just as a pilot or air traffic controllers and 

enable specific sub-systems or navigation procedures when a disaster occurs. 

 

2.7 State of the art in research questions identified in the proposal 

This section covers the literature reviewed and discussion on the five research questions that 

were identified in the proposal. 

2.7.1 How to robustly link function to design on a real time basis 

Many different techniques of linking function to design have been proposed in design literature 

from time to time. These include function structures, bond graphs, function trees, function-

means-tree, man/machine separation lists, process flow models, functional analysis diagrams, 

user action sequence, use concepts, finite state machines, function block diagrams, petri nets, 

sequence diagrams, storyboarding, state transition diagrams, IDEF-0 models, service 

blueprints, etc. [8] Recent techniques involve the use of embedding through qualitative data 

analysis tools [9] and lattice structures [10].  

The question of linking function to design in a robust manner in real time, however, remains a 

largely unexplored area although this is inherently already in practice. Consider, for instance, 

https://youtu.be/r5mLfxD00jc
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domestic white goods such as a washing machine or a refrigerator. A washing machine in 

operation may throw up errors when washing machine canôt fill up with water when you start 

a cycle or there is a leak in your washing machine or the machine canôt fully drain away any 

leftover water after a cycle. Likewise, robotic systems also throw up errors that are linked to 

their design such as a failure to connect to an imaging library or failure to load specific drivers 

etc. An example of such error codes in the context of multi robot systems is given at [11]. 

While such elementary linking is now available for many robotic systems, and usually 

facilitated by the presence of on-board sensors or embedded algorithms within micro-

processors, the question of adding new functionality while in operation is largely unresolved. 

For instance, a team of robots sent out to perform surveillance of a disaster area such as a fire 

may encounter a new set of circumstances, which may require new functionality, which might 

need to be communicated in real time. Enabling such real time linking of new functions will 

make the multi robot system resilient. However, this requires the use of smart hardware and 

efficient programmability of the controllers in the robots. Potential solutions that were 

envisaged after reviewing the literature include the use of field programmable gate arrays, real 

time operating systems, communication over bluetooth channels, etc. 

 

2.7.2 Speed of algorithms in a multi-robot systems architecture 

Efforts at optimizing the speed of algorithms have included the use of distributed algorithms, 

for instance. McLurkin [12] proposed a set of complexity metrics based on communications 

bandwidth, mobility, and algorithm accuracy to evaluate distributed algorithm performance. 

Distributed algorithms can be used for dynamic task assignment which is required for resilient 

performance of multi-robot systems. Hu et al. [13] have proposed the use of cloud robotics 

architectures where machine to machine and machine to cloud communications are efficiently 

managed. Different communication protocols for such communications were proposed in this 

work. Turnbull et al. [14] have exhibited how formations of multi-robot systems can be 

controlled using cloud architectures. Forero et al. [15] have proposed the use of high 

performance computing (HPC) methods for aerial robots. HPC usually involves the grouping 

of multiple cores acting as nodes forming a cluster. This, in turn, enables resilience in 

computing, as the failure of a single node may not generally affect the computing performance 

of the multi-robot system. In other work, Marjovi et al. [16] have shown that the problem of 

merging topological maps can be solved using cluster computing.  

The speed of algorithms in a multi-robot systems architecture is limited by the hardware used 

on board and efficient programming. While processing speeds can be improved by using 

greater number of CPU cores, for instance, it is also important to be able to write algorithms in 

an efficient manner to make the most of enhanced electronic hardware. The use of design 

patterns [17] in programming is often ignored even by the most astute of specialists and 

efficient use of such patterns can often improve the speed of algorithms. Key concepts that are 

relevant to improving and optimizing the speed include the consideration of complexity classes, 

reducibility and completeness theories, incorporating ideas from algebraic complexity and 

proof complexity domains, use of interactive and probabilistic proof systems, concepts of 

pseudorandomness and derandomization, average case complexity, coding theory, learning 

theories, and property testing techniques. Techniques for fast communication amongst robots 
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or with a master system controlling slave robots are critical to efficient usage of multi-robot 

systems and need integration of evolving computational methods with new hardware platforms. 

 

2.7.3 Optimal motion planning 

Multi -robot operations require planning the motion of multiple robots simultaneously, which 

in turn requires information about each robotôs location to be shared amongst each other or 

with a master robot/server. While a lot of research has focussed on navigation and manipulation 

for individual robots, extending that to multi-robot scenarios is tougher, especially with life 

sized robots. For individual robots, localization methods such as simultaneous localization and 

mapping (SLAM), adaptive Monte-Carlo localization (AMCL), etc. are available, which 

enable mapping of an environment such that the robot knows where it is in its surroundings 

[6]. Probabilistic roadmaps (PRM) have been combined with 3D sensor data to enable reaction 

to human presence in less than 100 ms [18]. Coordination between multiple robots can be 

carried out using techniques such as Particle Swarm Optimization (PSO) while for 

communication, techniques from digital communication such as Cluster Head Gateway Switch 

Routing (CGSR) may be used [19]. Different techniques for localization, exploration, search 

and rescue, and transportation have been explored in recent years [20] where robots co-operate 

with one another. However, there may also be scenarios where robots compete with each other 

such as games of chess or soccer leagues [20].  

Interactions between robots may be done using the environment, using sensors or explicit 

communication. Dynamic task assignment and path planning can often be realized using neural 

networks based on self-organizing maps combined with techniques such as velocity synthesis 

[21]. Vásárhelyi et al. [22] have used evolutionary optimization to achieve obstacle avoidance 

in a large fleet of 30 drones in outdoor conditions without central control. In other work, 

rearrangement planning using multiple robots has been successfully achieved by combining 

robot-centric and object-centric action spaces [23]. Path planning in 3D spaces is different from 

2D spaces and efforts have been made for 3D spaces by using voxel models that compute a 3D 

buffer around obstacles [24]. 

 

2.7.4 Handling uncertainty in the operating environment 

A framework to understand operation of multi-robot systems in uncertain environments can be 

understood by considering the task allocation activity shown in Fig. 8. Mataric et al. [25] report 

that noise is a significant factor in uncertain environments and it affects which is the best 

strategy to adopt. Their investigation concerned tradeoffs between commitment and 

coordination. Uncertainty in the environment can be due to many factors such as low visibility, 

acoustic noise, vibrations, etc. It has been reported that combining robust state estimation with 

online motion planning can be helpful in situations involving large amount of noise [26]. One 

critical factor in handling uncertainty concerns reduced reliability of sensors when the noise 

levels are high. Making multi-robot systems resilient in such situations is tricky and requires 

adaptive algorithms that can enable autonomous navigation and operation. Human intervention 

may be difficult to realize and may involve a time-lag. This is particularly true for autonomous 

operation on an extra-terrestrial location where there is a definite time lag in messaging from 

Earth-based control stations. 
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Fig.8. Framework for task allocation in uncertain environments [25] 

 

2.7.5 Meeting new functional requirements 

The ability to meet new functional requirements depends on the inherent capabilities of the 

robots in the multi-robot system and hence, a detailed mapping of sub-systems to functions can 

enable the system to decide whether new functional demands can be met or not. In emergency 

situations such as search and rescue, an additional requirement is that the new functional 

demands are communicated fast enough to the system for it to be able to take action. This, in 

turn, requires protocols for meeting new functional requirements be set up in advance. One 

possible strategy is to reconfigure structural elements such as in the example of Superbot [27]. 

Other approaches could be to manufacture in-situ such as the use of 3D printing techniques 

combined with other manufacturing processes [28]. Linking function to design on a real time 

basis, as discussed in Section 2.7.1, is key to meeting new functional requirements.  

 

2.8 Visits to multi robot research labs 

During the course of this project, several different research groups across the UK were 

contacted. Table 2 outlines the different groups that were contacted and/or visited and the 

outcomes of the same. 

Table 2. Contacts made with different research groups across the UK 

University Academics 

contacted 

Visit  

(Y/N) 

Outcomes 

Aston Maria Chli, Diego 

Faria 

Y Afternoon visit where Diego and 

Maria discussed their past work 

and Diego invited PI for a talk in 

February 

Bristol Sabine Hauert Y Afternoon visit where Sabine 

showed me ppts from her 

research; told me about 

experiments on kilobots and 

morphogenesis 
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Bristol Robotics Lab Arthur Richards Y Tour of BRL facilities and 

encouraged to attend UK-RAS 

conference 

Kings College 

London 

Elizabeth Sklar Y Tour of multi-robot facilities 

with Turtlebots 

University of 

Liverpool 

Shan Luo N Helped with connecting with 

Kings and provided info on use 

of Diddyborg 

University of Leeds Rob Richardson, 

Mehmet Dogar 

N Initially welcomed me to visit 

but when asked for specific 

dates, refused saying that it was 

a strategic decision 

Oxford Robotics 

Institute 

Perla Maiolino N Reply from Perla; but, as she is 

new, she couldnôt help much; the 

others did not reply 

 

3. Continued work plan and Gantt chart 

 

Further work on this project shall resume when the university reopens in January. The 

remaining robots are expected to arrive then and this will potentially lead to new results. A 

paper for the UK-RAS conference has been planned based on the work done so far. The Gantt 

chart for the project is presented below. 
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